
Modi�ed Attention with Non-Linear Kernels 
and its Impact on Few-Shot Learning
Jake Williams Bayard Walsh Chenfeng Li (williamsjl, bkwalsh, c�i@uchicago.edu) 
The attention mechanism in transformers is centered 
around the interaction between three learned compo-
nents. We replace the traditional dot product interaction 
with functions developed for kernel methods and �ne 
tune models designed for natural language processing. 
We study these new transformers on di�erent few-shot 
learning tasks designed to test di�erent abilities of the 
models. 

Kernel Methods
Kernel functions are a special class of function that can be 
written as the dot product between two mappings of its 
inputs, and so are often used as a measure of similarity be-
tween the inputs [1]. They are often used in classi�cation 
and regression tasks, especially in support vector ma-
chines. A wide variety of kernel functions exist which cap-
ture di�erent dependencies between the inputs, and se-
lecting the right kernel is a meaningful and important part 
of using kernels in machine learning [2].  

The attention mechanism is an algorithm intended for se-
quence based deep learning. For a set of N tokens, each 
with a corresponding vectors called the key (ki), query (qi) 
and value (vi), the tokens each calculate their output as fol-
lows: 

 1. Construct a vector s, with kj = qi*kj.
 2. Set s equal to its own softmax to normalize it.
 3. Set the output equal to s*V,  where V is the collection 
of all value vectors into a matrix.

Transformers - the current state of the art in natural lan-
guage processing and other sequence based deep learn-
ing - are a deep learning architecture that rely solely on at-
tention and standard neural network practices [3]. 

Modifying Attention with Kernels
In our work, we modify the standard attention mechanism 
by replacing the dot product in the �rsts step of the atten-
tion algorithm with new kernel functions. We have select-
ed three kernels to test:
 1. Quadratic Kernel
 2. Gaussian Kernel
 3. Periodic Kernel
We expect each to have a di�erent impact on the few shot 
learning, including performing di�erently on each task. 

Results and Discussion
Due to time constraints, the �nal experiments are still on-
going, however the initial results indicate that the re-
placed kernels are performing well in �ne-tuning. With 
comparable loss during training, these models should be 
capable of performing the few-shot learning tasks similar-
ly to the original GPT-2. Final results for few-shot learning 
will be presented in a paper to come. 

For future experiments, we would have liked to make the 
model much larger. Recent results indicate that model size 
is a large indicator for few-shot performance [8], so using 
GPT-3 as the base of our model would provide better op-
portunities for success. Similarly, we would be interested 
in the e�ects of training the model from scratch with each 
new kernel, rather than �ne-tuning from the same start-
ing point. This would give more �exibility in the learned 
model, although it would take much more time to train.

The testing methodology in this study utilizes Few-Shot 
learning to assess the performance of a modi�ed kernel 
compared to the standard dot product. Few-shot learning 
involves testing a pre-trained model on a speci�c task 
after limited �ne-tuning, following the approach of GPT-4 
for benchmark evaluation [4,8]. Three key bench-
marks—Massive Multitask Language Understanding (M-
MLU)[5], AI2 Reasoning Challenge (ARC)[6], and Language 
Translation (English to French)[7] — were selected to eval-
uate the model’s performance. MMLU focuses on various 
academic subjects, anticipating that a narrow Gaussian 
kernel may improve performance on subjects requiring 
memorization, ARC emphasizes logic and reasoning and 
may bene�t from a periodic kernel, and translation evalu-
ation from English to French, measured using BLEU, could 
bene�t from a periodic kernel emphasizing connections 
between translation in the embedding space.
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